
Chapter 36

MSM4P4 Representation Theory

(36.1) Representations

Definition 1 Let F be a field and let V be a vector space over F.

1. Define EndF(V) to be the set of all linear transformations T : V → V (endomorphisms of V).

2. Define GL (, V) to be the subset of EndF(V) consisting of the invertible transformations. This is a group under
transformation composition.

3. Define GL (n, F) to be the group of n× n invertible matrices with elements from the field F.

Clearly if V is of finite dimension n then GL (, V) and GL (n, F) are isomorphic. They are not equal as one is
a set of functions whereas the other is a set of matrices. The isomorphism arrises because the linear transfor-
mation is determined by its effect on a basis of V, giving rise to a matrix. Note also that the representation
in GL (n, C) is dependent on basis.

Definition 2 Let G be a group, F be a field, and V be a vector space over F. A group homomorphism

σ : G → GL (, V)

is a representation of G over F.

It is sometimes convenient to consider a representation as a group homomorphism from G to GL (n, F)
rather than GL (, V). This causes no problem since in this case the representation is merely the composition
of σ with the isomorphism between GL (, V) and GL (n, F).

Definition 3 Let σ : G → H be a function and g ∈ G. The element of H obtained by applying σ to g is denoted gσ.

Example 4 Let G be the dihedral group of order n. So

G =
〈

x, y | x2 = yn = 1, x−1yx = y−1
〉

Define

xσ =

(
0 1
1 0

)
yσ =

 cos
(

2π
n

)
sin
(

2π
n

)
− sin

(
2π
n

)
cos

(
2π
n

)
As G is generated by x and y, σ extends to a representation of G over R. Similarly one may define τ : G → GL (2, C)
by

xτ =

(
0 1
1 0

)
yτ =

(
ω 0
0 ω

)
ω = exp

(
2πi
n

)

1
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If σ is a representation of a group G over a field F then for each g ∈ G, gσ is a linear transformation.
Particular interest lies within groups whose linear transformations are closed on subspaces of a vector space
over F: in a similar fashion to a normal subgroup or ideal.

Definition 5 Let G be a group, F be a field, V be a vector space over F, and σ : G → GL (, V) be a representation. Let
W be a non-trivial proper subspace of V. If

w(gσ) ∈ W ∀g ∈ G ∀w ∈ W

then W is called a G-invariant subspace of V.

In such a situation σ induces another representation τ : G → GL (, W) defined by gτ = gσ for all g ∈ G.

The matrix for a linear transformation is dependent on basis. Rather than use the standard basis, it can be
convenient to find a basis for a G-invariant subspace W (dim W = m say) and extend this to a basis of V
(dim V = n say). With vectors of V written as row vectors so that the transformation matrix acts on the
right, the columns of the transformation matrix correspond to where the basis vectors are sent under the
transformation. As the transformation is G-invariant it must therefore be of the form

gσ 99K

(
m×m 0
∗ (n−m)× (n−m)

)

The m × m sub-matrix is equal to gτ; the representation restricted onto W. The zero sub-matrix indicates
what happens to the basis vectors which extend the basis of W to one of V: the co-ordinates of the vector
that are “unused” in W are sent to zero. The lower sub-matrices describe the transformation on V \W.

Definition 6 Let σ be a representation of a group G over a field F and let V be a vector space over F. If V has a
G-invariant subspace then σ is called reducible. Otherwise σ is irreducible.

Definition 7 Let σ be a representation of a group G over a field F and let V be a vector space over F. If V has
G-invariant subspaces U and W such that V = U ⊕W then σ is said to be decomposable.

Reducibility and decomposability are not the same thing, though often they do coincide. The following
example illustrates the difference.

Example 8 Let G = 〈t | t2 = 1〉, F = Z2, and V = F2 with vectors written as row vectors. Define

σ : G → GL (2, F) by σ : t 7→



0 1

1 0

 if t 6= 11 0

0 1

 if t = 1

Let W = Span {(1, 1)} = {(1, 1)}.

(1, 1)

(
0 1
1 0

)
= (1, 1)

hence W is G-invariant and thus σ is reducible. Further to this, changing basis to {(1, 1), (0, 1)};(
1 1

)
(tσ) = (1, 1) (0, 1)(tσ) = (1, 0) = (1, 1) + (0, 1)

therefore the transformation matrix for tσ with respect to this basis is
( 1 0

1 1
)

which has the form described after Defini-
tion 5.
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Suppose that V = U ⊕W with U and W as proper, non-trivial subspaces which are both G-invariant. Then both U
and W must have dimension 1 with respective bases {u} and {w} say. Therefore

u(tσ) ∈ U so u = λu for some λ ∈ F

w(tσ) ∈ W so w = µw for some µ ∈ F

Hence λ and µ are both eigenvectors of tσ. Now,∣∣∣∣∣0− x 1
1 0− x

∣∣∣∣∣ = x2 − 1 = (x− 1)2

so the only eigenvalue of tσ is 1 meaning that µ = 1 = λ, and that if
(

a b
)

is an eigenvector then

(
a b

)(0 1
1 0

)
=
(

a b
)

Therefore
(

a b
)

=
(

b a
)

and so the only eigenvector of tσ is
(

1 1
)

. As 2 distinct eigenvectors of tσ cannot be
found there cannot exist such U and W meaning that V is not decomposable.

(36.1.1) The Group Algebra

Definition 9 Let V be a vector space over a field F. An algebra V is V extended by a multiplication operation V×V →
V. This forms a ring.

Note that an algebra is not exactly a ring, as unlike a ring it has a scalar multiplication operation defined on
it and a field.

Definition 10 Let F be a field and G be a finite group. The group algebra FG is the |G|-dimensional vector space over
F that has basis G and multiplication on FG defined by

(
∑

g∈G
αgg

)(
∑

h∈G
βhh

)
= ∑

x∈G

 ∑
(g,h)∈G×H

x=gh

αgβh

 x

Again, this is a ring. Note that addition is indeed associative since

∑
g∈G

αgg + ∑
g∈G

βgg = ∑
g∈G

(αg + βg)g = ∑
g∈G

(βg + αg)g = ∑
g∈G

βgg + ∑
g∈G

αg

An algebra is different from a ring because it has a scalar multiplication with a field defined on it. A homo-
morphism between algebras must also preserve the structure relating to this scalar multiplication.

Definition 11 An algebra homomorphism is a group homomorphism that is also a linear map.

Definition 12 Let R be a ring and V be a vector space. The R-module V is formed from V by defining an operation
· : V × R → V which is associative, and distributive over vector addition.

A module is therefore like a vector space with 2 scalar multiplications.

For the purposes of representation theory, complex group algebras will be of interest; that is, given a group
G the algebra CG is examined.
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Let V be an n-dimensional vector space over C and let σ be a representation of a group G in GL (n, C). Since
CG is a ring CG-modules may be formed, in this case by defining multiplication

v 7→ vg = v(gσ)

Many different CG modules may me formed, of different dimension, say.

Note that EndC(V) is an algebra. It is a vector space, and a multiplication can be defined on it as function
composition.

Lemma 13 Let G be a finite group. If σ is a representation of G over a vector space V then σ can be extended to an
algebra homomorphism between CG and EndC(V).

Proof. Let σ : G → GL (, V) be a representation of G over a vector space V. Extend σ to an algebra homo-
morphism σ′ by

σ′ : ∑
g∈G

αgg 7→ ∑
g∈G

αg(gσ)

then σ′ is an algebra homomorphism of CG to EndC(V). Now,(
∑

g∈G
αgg + ∑

g∈G
βgg

)
σ′ = ∑

g∈G
(αg + βg)(gσ) = ∑

g∈G
αg(gσ) + ∑

g∈G
βg(gσ)

A similar calculation can be performed for the multiplicative homomorphism property, showing that σ′ is a
ring homomorphism. Finally, for λ ∈ C it is clear that(

λ ∑
g∈G

αgg

)
σ′ = λ

(
∑

g∈G
αgg

)
σ′

so that σ′ is a linear map and so is an algebra homomorphism, as required. �

Lemma 14 If σ : CG → EndC(V) is an algebra homomorphism then it restricts to a representation of G over GL (, V).

Proof. For any g ∈ G,
(gσ)(g−1σ) = (gg−1)σ = 1Gσ = idV

Hence the matrix gσ has an inverse, namely g−1σ and so the image of G under σ is contained in GL (, V).
Hence σ does indeed restrict to a group homomorphism of G to GL (, V). �

From the above 2 results the following equivalence has arisen.

• A matrix representation of G.

• A group homomorphism of G to GL (, V).

• An algebra homomorphism of CG to EndC(V). Note that EndC(V) = HomC(V) ∼= Mn(C).

• V has the structure of a CG module.

The group algebra CG has itself the structure of a CG module.

Lemma 15 The CG-sub-modules of a vector space V are precisely the G invariant subspaces.

Proof. If W is a G-invariant subspace of V then it is closed under the action of elements of G which defines
the structure of a CG-sub-module.

Conversely, if W is a CG-sub-module then it is a subspace of V and is closed under the action of G i.e. is
G-invariant. �
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(36.1.2) Inner Products On Modules

Let G be a finite group and V be a CG module, so V is a vector space over C that has a multiplication
with elements of G. An inner product may be defined on V, i.e. a function V × V → C. Choosing a basis
{v1, vn, . . . , vn}, 〈

n

∑
i=1

αivi,
n

∑
i=1

βivi

〉
=

n

∑
i=1

αiβi

The effect of multiplication by elements of G on this inner product is not clear. However, a ‘nicer’ inner
product can be constructed:

〈〈v, w〉〉 =
1
|G| ∑

g∈G
〈vg, wg〉

This is indeed an inner product since

〈〈αv, w〉〉 = α 〈〈v, w〉〉

〈〈v, βw〉〉 = β 〈〈v, w〉〉

〈〈v, v〉〉 > 0

〈〈v, v〉〉 = 0 ⇒ v = 0

These properties are inherited directly from the inner produce 〈v, w〉. The merit of this new inner product
is that it is G-invariant. Let h ∈ G then

〈〈vh, wh〉〉 =
1
|G| ∑

g∈G
〈(vg)h, (wg)h〉

=
1
|G| ∑

g∈G
〈v(gh), w(gh)〉

=
1
|G| ∑

g∈G
〈vg, wg〉

= 〈〈v, w〉〉

(36.1.3) Maschke’s Theorem

Theorem 16 (Maschke) Let V be a finite dimensional CG-module for a finite group G. If W is a CG-sub-module then
there exists another CG-sub-module U such that V = W ⊕U.

Proof. Let W be a CG-sub-module (G invariant subspace) then with the inner product defined in Section
36.1.2 the orthogonal complement of W, W⊥ may be formed, i.e.

W⊥ = {v ∈ V | 〈〈v, w〉〉 = 0 ∀w ∈ W}

As a complex vector space, V = W ⊕W⊥, so it is now sufficient to show that W⊥ is a G-invariant subspace
i.e. CG-sub-module. Take u ∈ W then it must be shown that 〈〈ug, w〉〉 = 0 for all w ∈ W and g ∈ G, so that
the action of G is closed on W⊥.

〈〈ug, w〉〉 =
〈〈

ug, w(gg−1)
〉〉

=
〈〈

ug, (wg)g−1
〉〉

(module property)

=
〈〈

u, wg−1
〉〉

(by G-invariance)

But as W is a CG-submodule wg−1 ∈ W and thus this inner product is zero, meaning that ug is indeed in
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W⊥ which, thus, is a CG-submodule. �

Corollary 17 For vector spaces over C and for a finite group G, if V is reducible then V is decomposable.

Proof. If V is reducible then it has a G-invariant subspace W. But then by Maschke’s Theorem V = W ⊕W⊥

and thus V is decomposable. �

Definition 18 A matrix M ∈ Mn(C) is unitary if M−1 = M> where M denotes the matrix obtained from M by
replacing each element with its complex conjugate.

The importance of unitary matrices is that the linear transformation is represents preserves the inner product
with respect to which the chosen basis is orthonormal. By Gram-Schmidt an orthonormal basis can always
be found and thus:

• For a finite-dimensional vector space V, a G-invariant inner product can always be constructed on V.

• An orthonormal basis with respect to the G-invariant inner product can be found for V (Gram-
Schmidt).

• There is a representation σ : G → GL (n, V) for which gσ is always a unitary matrix. This happens
because the inner product is G-invariant and the basis is orthonormal relative to the same inner prod-
uct.

• Conversely if σ : G → GL (n, V) and gσ is always a unitary matrix then taking V = Cn with the usual
inner product makes the inner product G-invariant.

The objective is to write any CG-module as a direct sum of irreducible CG-modules. Clearly Maschke’s
Theorem is important here. In fact the general result follows directly by induction on the dimension of V.

Theorem 19 Let G be a finite group and V be a CG-module. Then V can be expressed as a direct sum of irreducible
CG-modules.

Proof. If dim V = 1 then V is irreducible and there is nothing to show. Suppose that dim V > 1, then
if V is irreducible there is again nothing to show; suppose therefore that V is reducible. Then V has a
proper non-trivial G-invariant subspace W say, but then by Maschke’s Theorem v = W ⊕W⊥. Furthermore
dim W < dim V and dim W⊥ < dim V and thus by induction

W = U1 ⊕U2 ⊕ · · · ⊕Uk and W⊥ = U′
1 ⊕U′

2 ⊕ · · · ⊕U′
l

for irreducible CG-modules Ui and U′
j . Hence

V = U1 ⊕U2 ⊕ · · · ⊕Uk ⊕U′
1 ⊕U′

2 ⊕ · · · ⊕U′
l

i.e. V is a direct sum of irreducible CG-modules, as required. �

Thus the study of CG-modules is reduced to the study of the irreducible ones.

(36.1.4) Schur’s Lemma

Having reduced the area of interest to only irreducible CG-modules, Schur’s Lemma gives a property of
them.

Lemma 20 (Schur) The result may be stated in one of the following 3 (equivalent) forms. LEt G be a finite group,
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1. (Complex Vector Space) Let σ : G → GL (n, C) be an irreducible complex representation of G. Let T ∈ Mn(C)
be a matrix with the property (gσ)T = T(gσ) for all g ∈ G. Then T = λIn for some λ ∈ C.

2. (General Vector Space) Let σ : G → GL (, V) be an irreducible representation of G. If T ∈ EndC(V) with
(gσ)T = T(gσ) for all g ∈ G, then T = λidV for some λ ∈ C.

3. (Module Theoretic) If V is an irreducible CG-module then EndCG(V) = CidV where

EndC(V)
def
= {T ∈ EndC(V) | (vT)g = (vG)T ∀v ∈ V ∀g ∈ G}

CidV
def
= {λidV | λ ∈ C}

Proof. The general vector space formulation is proven. Let σ : G → GL (, V) be an irreducible representation
of G and let T ∈ EndC(V) with (gσ)T = T(gσ) for all g ∈ G. As T is complex it has an eigenvalue, λ say. Let
W be the λ eigenspace of T, that is

W = ker (T − λidV)

then W 6= {0}. Now, T(gσ) = (gσ)T and certainly (gσ)idV = idV(gσ) so

(gσ)(T − λidV) = (T − λidV)(gσ)

so w(gσ)(T − λidV) = w(T − λidV)(gσ)

= 0(gσ)

= 0

Therefore w(gσ) ∈ W = ker (T − λidV) so W is a G-invariant subspace of V. But W 6= {0} and V is
irreducible, therefore V = W which means that v(T − λidV) = 0 for all v ∈ V. Re-arranging, T = λidV . �

(36.1.5) Orthogonality Relations

Let σ : G → GL (n, C) and τ : G → GL (m, C) be irreducible representations and let X ∈ Mnm(C). Define

Y = ∑
g∈G

(gσ)−1X(gτ) (21)

Lemma 22 Where Y is defined as in Equation (21) (hσ)−1Y(hτ) = Y for all h ∈ G.

Proof. Choosing h ∈ G,

(hσ)−1Y(hτ) = (hσ)−1

(
∑

g∈G
(gσ)−1X(gτ)

)
(hτ)

= ∑
g∈G

(hσ)−1(gσ)−1X(gτ)(hτ)

= ∑
g∈G

(gh)−1σX(gh)τ

= ∑
g∈G

(gσ)−1X(gτ)

with the last line following because for fixed h ∈ G, {gh | g ∈ G} = G. �

Corollary 23 If σ = τ then Y = λIn.

Proof. If σ = τ then Lemma 22 means that Y has the property Y = (gσ)−1Y(gσ) and so obeys the criteria of
Schur’s Lemma. Therefore Y = λIn for some λ ∈ C. �
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Furthermore, since tr B−1 AB = tr A for matrices A and B, in the above tr Y = |G| tr X and thus λ = |G|
n tr X.

Making particular choices for X yields results about G. These will be of use later.

Lemma 24 Let gσ = [ars(g)] and Xi have a single 1 in the ith diagonal position, and zero elsewhere. If Yi is formed
as in Equation (21) then

(Yi)pq = ∑
g∈G

api(g−1)aiq(g) =

0 if p 6= q
|G|
n if p = q

Proof. With notation as described,
Yi = ∑

g∈G
[ars(g−1)]Xi[ars(g)]

with a little thought, this gives

(Yi)pq = ∑
g∈G

n

∑
t=1

(
n

∑
s=1

aps(g−1)(Xi)st

)
atq(g) (25)

But (Xi)st = 1 only when s = t = i and is zero otherwise, thus Equation (25) simplifies to

(Yi)pq = ∑
g∈G

api(g−1)aiq(g)

But Yi = |G|
n In and hence the result. �

Lemma 26 Let gσ = [ars(g)] and Xij have a single 1 in the (i, j) position (i 6= j) and zeros elsewhere. If Yij is formed
as in Equation (21) then Yij = [0], the null matrix and the pq entry is given by

(Yij)pq = ∑
g∈G

api(g−1)ajq(g)

Proof. By Corollary 23 Yij is a scalar matrix. Also, Yij must have the same trace as Xij, which is 0. Hence Yij

must be the null matrix. Now,

(Yij)pq = ∑
g∈G

n

∑
t=1

(
n

∑
s=1

aps(g−1)(Xij)st

)
atq(g)

and (Xij)st = 1 precisely when s = i and t = j giving

(Yij)pq = ∑
g∈G

api(g−1)ajq(g)
�

Corollary 27 ∑
g∈G

aii(g−1)ajj(g) =
|G|
n

δij

Proof. Put p = i and q = j

• For i = j, Lemma 24 shows the given sum to have value |G|
n .

• For i 6= j, Lemma 26 shows the given sum to have value 0.

Hence the result. �
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(36.1.6) Characters

Definition 28 Let V be the CG-module associated with the representation σ : G → GL (, V). The character of the
representation σ, χV , is a function

χV : G → C defined by χV : g 7→ tr gσ

Noting that tr B−1 AB = tr A reveals that χV is independent of basis, and that conjugate elements of G have
the same character: χ is a “class function”.

Theorem 29 (Test For Irreducibility) If σ (or V) is irreducible then

∑
g∈G

χV(g−1)χV(g) = |G|

Proof. Calculating as in Section 36.1.5,

∑
g∈G

χV(g−1)χV(g) = ∑
g∈G

tr (g−1σ) tr gσ

= ∑
g∈G

n

∑
i=1

n

∑
j=1

aii(g−1)ajj(g)

=
n

∑
i=1

n

∑
j=1

∑
g∈G

aii(g−1)ajj(g)

=
n

∑
i=1

n

∑
j=1

|G|
n

δij (by Corollary 27)

= |G| �

This sum may be generalised to ∑g∈G χV(g−1)χW (g) for non-isomorphic CG-modules V and W (whose
associated representations are not equivalent).

Theorem 30 If V � W are irreducible CG-modules for a finite group G then

∑
g∈G

χV(G−1)χW (g) = 0

Proof. By a general vector space argument, let σ : G → GL (, V) and τ : G → GL (, W) are irreducible and
not equivalent.

HomCG(V, W) = {φ ∈ HomC(V, W) | (vg)φ = (vφ)g ∀v ∈ V ∀g ∈ G}

Let ψ ∈ HomCG(V, W) then

• Im ψ is a submodule of W since certainly it is a subspace and, furthermore, if w = vψ then wg =
(vψ)g = (vg)ψ ∈ Im φ.

• ker ψ is a submodule of V since certainly it is a subspace and, furthermore, if vψ = 0 then (vg)ψ =
(vψ)g = 0g = 0.

As V and W are irreducible, the only submodules are the improper and trivial ones.

• If Im ψ = W then ker ψ = {0} and ψ is an isomorphism. But V � W and so this cannot be the case.

• If Im ψ = {0} then ker ψ = V and ψ is the zero map.
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Hence HomCG(V, W) = {0}. Letting V have dimension n and W have dimension m and choosing bases,
HomCG(Cn, Cm) consists only of the zero matrix. Let gσ = (aij(g)) and gτ = (bij(g)) then for any n × m
matrix X

∑
g∈G

(gσ)−1X(gτ) ∈ HomCG(Cn, Cm)

but this consists only of (0). Using Xij as in Lemma 26 this yields

∑
g∈G

api(g−1)bjq(g) = 0 ∀i, j, p, q

in particular ∑
g∈G

aii(g−1)bjj(g) = 0

= ∑
g∈G

tr (gσ−1) tr gτ

= ∑
g∈G

χV(g−1)χW (g) �

Thus the following result holds

∑
g∈G

χV(g−1)χW (G) =

|G| if V ∼= W

0 if V � W
(31)

It has already been noted that character is independent of basis by the property of traces that tr B−1 AB =
tr A. Also by this relation, equivalent representations give rise to the same trace function.

Theorem 32 There are at most m non-isomorphic irreducible CG-modules, where G has m conjugacy classes.

Proof. Let GC be the vector space of functions f : G → C, then GC is a |G|-dimensional vector space over C

as, for example, a basis is
{ fg | fg(x) = 1 ⇔ x = g}

This can be made into an inner product space by defining

〈 f1, f2〉 = ∑
g∈G

f1(g−1) f2(g)

Consider the subspace of class functions, i.e. those functions which are constant on the conjugacy classes
of G. This subspace includes all the characters of G and if G has m conjugacy classes with representatives
x1, x2, . . . , xm then it has basis

{ fxi | 1 6 i 6 m}

and thus is of dimension m. Now, all the irreducible characters of G are in the subspace of class func-
tions, and for any two irreducible characters of non-isomorphic CG-modules V and W, equation (31) gives

〈χV , χW〉 = 0. But as this is in a space of dimension m there can be at most m different isomorphism types
of CG-module. �

Lemma 33 Let {V1, V2, . . . , Vn} be a full set of non-isomorphic irreducible CG-modules with corresponding charac-
ters χi. If V is any CG-module then where for n ∈ N, nV =

⊕n
i=1 V,

V = m1V1 ⊕m2V2 ⊕ · · · ⊕mnVn

and χV = m1χ1 + m2χ2 + . . . mnχn (34)

where mi =
1
|G| ∑

g∈G
χV(g−1)χi(g) (35)
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Proof. That V can be written as a direct sum of irreducible CG-modules has already been shown in Theorem
19. Choose a basis for V by choosing a basis for V1, extending to a basis of V1 ⊕V1 etc. will make the matrix
of gσ blockwise diagonal with ith block gσi. Hence Equation 34.

Now, to find the multiplicities, simply observe that

1
|G| ∑

g∈G
χV(g−1)χi(g) =

1
|G| ∑

g∈G

n

∑
j=1

mjχj(g−1)χi(g)

=
1
|G|

n

∑
j=1

mj ∑
g∈G

χj(g−1)χi(g)

=
1
|G|

n

∑
j=1

mjδij

= mi �

Theorem 36 Let V and W be finite-dimensional CG-modules for a finite group G. V and W are isomorphic if and
only if they have the same character, i.e. χV = χW .

Proof. (⇒) Let V and W be isomorphic and σ : G → GL (, V) and τ : G → GL (, W) be representations. As
V and W are isomorphic there exist bases BV of V and BW of W and an invertible matrix T such that

T−1[gσ]BV T = [gτ]BW

in which case tr gσ = tr gτ for all g ∈ G meaning that V and W have the same character.

(⇐) Let V and W be CG-modules and χV = χW . Then by Lemma 33, χV determines the decomposition
of V into irreducible modules, and ditto χW . But as the characters are equal the decompositions must
be the same and thus V ∼= W. �

This quite remarkable result shows that the traces of the matrices of a representation completely determines
the isomorphism-type of its associated CG-module.

Definition 37 Let χ be the character of an irreducible CG-module V. The degree of χ is the dimension of V.

Note that for the representation σ, 1Gσ must be the identity, and so dim V = χ(1G).

Of particular interest is the regular representation: where V is the complex group algebra CG. Defining the
action of ρ : G → GL (, CG) as right multiplication by g so that

g 7→ σ where σ : v 7→ vg

then ρ acts to permute the elements of the basis of CG. Thus when v ∈ CG,

v = ∑
x∈G

λxx (λx ∈ C)

Now, multiplication by g causes a permutation of the basis, so when

v = (λx1 , λx2 , . . . , λxn )
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the matrix for gρ is a permutation matrix. If g = 1G it is clear that tr gρ = |G|. If g 6= 1G then each element
of G is sent to a different element (for if gh = g then h = 1G) and thus tr gρ = 0. That is

χCG(g) =

|G| if g = 1G

0 otherwise

Hence for the irreducible characters χi

〈χCG, χi〉 =
1
|G| ∑

g∈G
χCG(g−1)χi(g) = χi(1g)

But now by Theorem ?? and Theorem 19

CG =
n⊕

i=1
χi(1G)Vi

But χi(1G) = dim Vi (because for any representation σ, 1gσ must be the identity matrix) and so

dim CG = |G| =
n

∑
i=1

(χi(1G))2 (38)

(36.1.7) The Dual Representation

Definition 39 Let σ : G → GL (n, C) be a representation, then define the dual representation to be τ : G → GL (n, C)
given by gτ = ((gσ)−1)>.

Let W be the CG-module associated with a dual representation τ of a representation σ. Then

χW (g) = tr ((gσ)−1)> = tr (gσ)−1 = χV(g−1)

where σ has CG-module V. Now, χV(g) is the sum of the eigenvalues of gσ

Lemma 40 Let G be a finite group and V be a CG-module. For g ∈ G of order n there is a basis B of V such that [g]B
is diagonal with entries the nth roots of unity.

Proof. Since gn = 1, (gσ)n = I. But if λ is an eigenvalue of a matrix A then λr is an eigenvalue of Ar. The
eigenvalues of I are just 1, so the eigenvalues of gσ must be the nth roots of unity.

********** �

Theorem 41 Let σ : G → GL (n, C) be a representation, and τ : G → GL (n, C) be the dual representation. If V, W
are the associated CG-modules for σ, τ respectively then χW (g) = χV(g).

Proof. If λ is an eigenvalue of gσ, then (gσ)v = λv so that 1
λ v = (gσ)−1v. Thus 1

λ is an eigenvalue of (gσ)−1.
But the eigenvalues of gσ and (gσ)> are the same, so since gτ = ((gσ)>)−1, gτ must have the reciprocal
eigenvalues to gσ. By Lemma 40 χV(g) is the sum of the nth roots of unity, and these are the eigenvalues of
gσ. But for roots of unity the reciprocals are the complex conjugates, and since the conjugate of a sum is the
sum of conjugates, χV(g) = χW (g). �

Corollary 42 χV(g−1) = χV(g).

Proof. Observe that g−1σ = (gσ)−1 then apply Theorem 41. �
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Note that if χ is an irreducible character then so is χ:

χ irreducible ⇔ ∑
g∈G

χ(g−1)χ(g) = |G|

⇔ ∑
g∈G

χ(g)χ(g) = |G|

⇔ ∑
g∈G

χ(g)χ(g) = |G|

⇔ χ irreducible

(36.2) The Centre Of The Group Algebra

(36.2.1) Basis Of Class Sums

Consider the centre of the group algebra,

Z(CG) = {a ∈ CG | ba = ab ∀b ∈ CG}

= {a ∈ CG | ag = ga ∀g ∈ G}

= {a ∈ CG | g−1ag ∀g ∈ G}

Now, let a ∈ CG then
a = ∑

x∈G
αxx and g−1ag = ∑

x∈G
αxg−1xg

thus a ∈ Z(CG) if and only if αx = αg−1xg i.e. conjugate elements have the same coefficient. Thus if
C1, C2, . . . , Cr are the conjugacy classes of G, and a ∈ Z(CG) then

a =
r

∑
i=1

αi ∑
x∈Ci

x

Hence the class sums Ci = ∑x∈Ci
x is a basis for Z(CG), which must therefore have dimension equal to the

number of conjugacy classes of G.

(36.2.2) Basis Of Idempotents

Note that an idempotent element x has the property x2 = x while a nilpotent element has xn = 0 for some
n ∈ N.

The aim of this section is to find a basis for the centre of the group algebra, this time consisting of idempotent
elements. First of all, a general method is exhibited for finding such a basis.

Theorem 43 Let A be a finite dimensional commutative algebra with a 1 over C and of dimension m. If A contains
no non-zero nilpotent elements then

A = A1 ⊕ A2 ⊕ · · · ⊕ Am

for 1-dimensional algebras Ai with aiaj = 0 for all ai ∈ Ai and aj ∈ Aj when i 6= j.

Proof. Suppose 0 6= e ∈ A and e2 = e i.e. e is idempotent. Now,

ea1 + ea2 = e(a1 + a2) (ea1)(ea2) = e2(a1a2)

∈ A = e(a1a2) ∈ A
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So eA is a subalgebra of A. Observing that (1− e)2 = 1− e so 1− e is also idempotent shows that (1− e)A
is also a subalgebra of A. Now, for any a ∈ A,

a = 1Aa = ea + (1− a)a ∈ eA⊕ (1− e)A

Further,

ea1 = (1− e)a2 (ea1)((1− e)a2) = e(1− e)a1a2

⇒ e2a1 = e(1− e)a2 = (e2 − e)a1a2

⇒ ea = 0 = 0

so (eA)∩ ((q− e)A) = {0} and (eA)((1− e)A) = {0}. Thus A = eA⊕ (1− e)A.

Now, if A = X ⊕ Y (with xy = 0 for all x ∈ X, y ∈ Y) then using induction on the dimension of A gives the
required result. Thus assume that A cannot be written as a direct sum of subalgebras, then the above gives
e = 1. To complete the proof it must be shown that dimC A = 1.

For b ∈ A consider
Tb : A → A defined by Tb : a 7→ ab

Let Tb have minimum polynomial

p(x) =
r

∏
i=1

(x− λi)
mi

then p(Tb) = ∏r
i=1 (b − λi1A)mi = 0 and is the polynomial of least degree with this property. (Note that

using p in both occasions is a slight abuse of notation.) Thus p(x) = 0 ⇔ p(b) = 0. Now,

r

∏
i=1

(b− λi1A)mi = 0 ⇒
(

r

∏
i=1

(b− λi1A)

)maxi mi

= 0 ⇒
r

∏
i=1

(b− λi1A) = 0

because there are no nilpotent elements in A. As this is formed from the minimum polynomial r is minimal,
so let

Br = (b− λ11A)(b− λ21A) . . . (b− λr−11A)

then by the minimality of r, Br 6= 0. But (b− λr1A)Br = 0. Note that cancellation cannot be used to deduce
that (b− λr1A) = 0 because A is an algebra, not a field. Expanding this,

bBr = λrBr (44)

Using this

B2
r = (b− λ11A)(b− λ21A) . . . (b− λr−11A)Br

= (b− λ11A)(b− λ21A) . . . (λr1A − λr−11A)Br by euquation (44)

...

= (λr1A − λ11A)(λr1A − λ21A) . . . (λr1A − λr−11A)Br

Thus B2
r = µrBr for some µr ∈ C. Thus 1

µr
Br is idempotent and so must be equal to 1A (from earlier). But

Br(b− λr1A) = 0 and therefore b = λr1A. As this holds for any b ∈ A, 1A spans A, i.e. A is 1-dimensional.�

Corollary 45 The algebra A has a basis of idempotent elements.
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Proof. Write A = A1 ⊕ A2 ⊕ · · · ⊕ Am where Ai is an algebra of dimension 1. Then

1A = e1 + e2 + · · ·+ em

1Aei = e2
i

with the second line following because for a direct sum of algebras eiej = 0 for i 6= j. But 1Aei = ei and so A
has a basis of idempotents,

{e1, e2, . . . , em} �

Having completed the general theory, it can now be applied to the centre of the group algebra.

Lemma 46 For a ∈ CG, let

t : CG → C defined by t

(
∑

g∈G
αgg

)
= α1G

Then t(αx) = 0 for all x ∈ G if and only if a = 0.

Proof. (⇒) Write a = ∑y∈G αyy. But for each y ∈ G, t(ay−1) = 0 and the coefficient of 1G in ay−1 is the
coefficient αy of y in a. Thus αy = 0 for all y ∈ G, i.e. a = 0.

(⇐) Obvious. �

Corollary 47 Z(CG) contains no non-zero nilpotent elements.

Proof. Suppose that 0 6= z ∈ Z(CG) and z is nilpotent so that zr = 0 for some r. Hence

(zg)n = zngn = 0gn = 0

and so zg is nilpotent for all g ∈ G.
Hence where ρ is the regular representation, tr (zg)ρ = 0 for all g ∈ G.
Hence t(zg) = 0 for all g ∈ G and so by the preceding Lemma z = 0. Thus Z(CG) contains no nilpotent
elements other than 0. �

Thus by Theorem 43 Z(CG) has a basis of idempotents.

(36.2.3) Number Of Irreducible Submodules

It has already been seen that there are at most m irreducible CG-submodules where G has m conjugacy
classes. The previous section provides the tools to show that there are also at least m.

Theorem 48 There are at least m distinct non-isomorphic irreducible GG-modules, where m is the number of conju-
gacy classes of G.

Proof. Let {e1, e2, . . . , e,} be a basis of idempotents for Z = Z(CG) with 1CG = e1 + e2 + · · ·+ em. Let V be
an irreducible CG-module, then v1Z = v for all v ∈ V. Therefore ∃i such that vei 6= 0, so that Vei 6= {0}. But
ei ∈ Z so Vei is a submodule of V, and as is is not the trivial submodule, it must be the improper submodule,
so Vei = V. Thus for each v ∈ V, v = uei for some u ∈ V. But

vei = (uei)ei = ue2
i = uei = v

and so ei acts like the identity on V. Similarly, for j 6= i, ej acts like the zero on V.
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As CG is itself a CG-module, CGei is a CG-submodule for each i. Thus CGei can be expressed as a direct
sum of irreducible submodules, and so CGei contains at least 1 irreducible submodule, Vi say. From above
ei acts like the identity on Vi and for any j 6= i, ej acts like the zero.

But this can be done for each 1 6 i 6 m. For i 6= j suppose that Vi ∼= Vj. Then ei acts like the identity on Vi

but like the zero on Vj: a contradiction as any isomorphism must preserve the relationship of elements with
all other elements. Thus there must be at least m non-isomorphic CG-modules. �

Corollary 49 CG has at exactly m non-isomorphic irreducible modules.

Proof. By Theorem 32 there are at most m non-isomorphic irreducible CG-modules, and by Theorem 48
there are at most that many. �

Further, if χ1, χ2, . . . , χm are the characters of the m irreducible CG-modules then

1
|G| ∑

g∈G
χi(g−1)χj(g) = δij

Also, if F is the complex vector space of class functions of G to C, i.e. functions that are constant on the
conjugacy classes of G, then F is of dimension m and F has an inner product

〈 f1, f2〉 =
1
|G| ∑

g∈G
f1(g) f2(g−1)

Hence the irreducible characters form an orthonormal basis of F.

Corollary 50 Let θ : G → C be a class function, then θ has a unique expression of the form θ = ∑m
i=1 aiχi where

ai = 〈θ, χi〉. Furthermore, θ is a character of G if and only if 〈θ, χi〉 ∈ Z+
0 for all i.

(36.2.4) Changing Basis

Having found a basis of class sums and a basis of idempotents, it is of interest as to how to change between
them. In particular two very useful orthogonality relations can be deduced in the process.

Theorem 51 Ci =
m

∑
j=1

[G : CG(xi)]χj(xi)
χj(1)

ej where xi ∈ Ci.

Proof. Write Ci = ∑m
j=1 λijej then the task is to find the λij. Let V1, V2, . . . , Vm be the irreducible CG-

submodules with corresponding characters χ1, χ2, . . . , χm. ei acts like 1 on Vi and 0 on Vj (i 6= j) so

χi(ei) = χi(1) χj(ei) = 0

To find an expression for λik consider ekCi, then

ekCi = Ciek =
m

∑
j=1

λijejek = λikek

As ek acts like 1 on Vk, ekCi acts like Ci. Thus

χk(Ci) = χk(Ciek) = χk(λikek) = λikχk(ek) = λikχk(1)
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Choose xi ∈ Ci then when σk : G → EndC(Vk) is a representation

χk(Ci) = tr

(
∑

g∈G
g−1xig

)
σk

= [G : CG(xi)]χk(xi)

hence λik =
[G : CG(xi)]χk(xi)

χk(1)

and hence the result. �

Theorem 52 ei =
m

∑
j=1

χi(1)χi(x−1
j )

|G| Cj where xj ∈ Cj.

Proof. Let χCG be the character of the regular representation, then for a chosen class sum Ck

χCG =

|G| if 1G ∈ Ck

0 if 1g /∈ Ck

Hence

χCG(eiCk) = |G| × coefficient of 1G in eiCk

=
|G| × coefficient of x−1

k in ei

[G : CG(xk)]
(53)

with the last line following because Ck is a sum of [G : CG(xk)] elements, each of which must have the same
coefficient. Now, also

χCG(eiCk) =
m

∑
j=1

χj(1G)χi(eiCk)

= χi(1G)χi(Ck)

= [G : CG(xk)]χi(1G)χi(xk) (54)

Hence equating equations (53) and (54) and rearranging,

coefficient of x−1
k in ei =

χi(1G)χi(xk)
|G|

and so

ei =
m

∑
j=1

χi(1G)χi(x−1
j )

|G| Cj
�

Two very useful orthogonality relations can now be deduced by substituting into one of the above two
results using the other.

Theorem 55 (Row Orthogonality)
1
|G|

χi(1)
χk(1)

m

∑
i=1

[G : CG(xj)]χi(x−1
j )χk(xj) = δik
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Proof. Substitute in Theorem 52 for Cj using Theorem 51 then

ei =
m

∑
j=1

χi(1)
|G| χi(x−1

j )
m

∑
k=1

[g : CG(xj)]
χk(xj)
χk(1)

ek

=
m

∑
k=1

 m

∑
j=1

χi(1)χi(x−1
j )χk(xj)

|CG(xj)|χk(1)

 ek

But the ei are linearly independent, hence

δik =
m

∑
j=1

χi(1)χi(x−1
j )χk(xj)

|CG(xj)|χk(1)

=
1
|G|

χi(1)
χk(1)

m

∑
j=1

[G : CG(xj)]χi(x−1
j )χk(xj) �

Note that this result may be extended slightly. As any representative xj of the conjugacy class Cj may be
used and characters are class functions,

m

∑
j=1

[G : CG(xj)]χi(x−1
j )χk(xj) = ∑

g∈G
χi(g−1)χk(g)

By a similar process, another orthogonality relation can be found.

Theorem 56 (Column Orthogonality)
m

∑
j=1

χj(g−1)χj(h) =

|CG(g)| if g and h are conjugate

0 otherwise

Proof. Substituting for ej in Theorem 51 using Theorem 52 gives

Ci =
m

∑
j=1

[G : CG(xi)]χj(xi)
χj(1)

m

∑
k=1

χj(1)χj(x−1
k )

|G| Ck

=
m

∑
k=1

 m

∑
j=1

[G : CG(xj)]
χj(xi)χj(x−1

k )
|G|


But the Ci are linearly independent, hence

δik =
m

∑
i=1

χj(xi)χj(x−1
k )

|CG(xj)|

which re-arranges to give the required result. �
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(36.2.5) The Feit-Higman Theorem

First of all a calculation.

CrCs =

 m

∑
j=1

[G : CG(xr)]χj(xr)
χj(1)

ej

( m

∑
k=1

[G : CG(xs)]χk(xs)
χk(1)

ek

)

=
m

∑
i=1

[G : CG(xr)]χi(xr)[G : CG(xs)]χi(xr)
(χi(1))2 ei

=
m

∑
i=1

[G : CG(xr)]χi(xr)[G : CG(xs)]χi(xr)
(χi(1))2

m

∑
j=1

χi(1)χi(x−1
j )

|G| Cj

=
m

∑
j=1

 m

∑
i=1

[G : CG(xr)]χi(xr)[G : CG(xs)]χi(xr)χi(x−1
j )

|G|χi(1)

Cj

So the coefficient of Cj in CrCs is

|G|
|CG(xr)||CG(xs)|

m

∑
i=1

χi(xr)χi(xs)χi(x−1
j )

χi(1)
(57)

Note that this can be computed if the character table is known.

Theorem 58 (Feit-Higman) Let G be a finite simple group containing an element t of order 2 and such that |CG(t)| =
4. Then G ∼= A5.

Proof. Let 1 = χ1, χ2, . . . , χm be the complex irreducible characters of G. so by Theorem 56 (column orthog-
onality)

1 +
m

∑
i=2

(χi(t))2 = |CG(t)| = 4

Hence without loss of generality

χi(t) =

±1 for 2 6 i 6 4

0 for i > 5

Thus the following fragment of the character table has been deduced (where εi = ±1).

1 t
χ1 1 1
χ2 x ε2

χ3 y ε3

χ4 z ε4
...

... 0

for x, y, z ∈ N. Furthermore, by Theorem 56 (column orthogonality) again,

0 =
m

∑
i=1

χi(1)χi(t) = 1 + xε2 + yε3 + zε4

which shows that the εi are not all of the same sign. Thus choose ε2 = 1 and ε3 = −1.

It can be shown that if t is an involution (i.e., of order 2) then χ(1)− χ(t) ≡ 0 mod 4. Using this:

x ≡ 1 mod 4 y ≡ −1 mod 4 z ≡ ε4 mod 4 χi(1) ≡ 0 mod 4 i > 5

Now, G is not of order 4 since neither Z4 nor V4 (the 2 groups of order 4) is simple. Thus CG(t) is a proper
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subgroup of G. As G is simple CG(t) 5 G and therefore G is not abelian because all subgroups of abelian
groups are normal.

Let χi have associated representation σi : G → GL (n, C). Suppose that i > 1 so that σi is not the trivial
representation, then if n = 1 the Homomorphism Theorem gives G ∼= Im σi 6 C. But C is abelian and G is
not, so all the non-trivial characters must have order of at least 2.

Let Cr be the class sum for the conjugacy class of t then by Equation (57) the coefficient of Cr in CrCr is

|G|
16

m

∑
i=1

(χi(t))3

χi(1)
=
|G|
16

(
1 +

1
x
− 1

x
+

ε3
4
z

)

>
|G|
16

(
1 +

1
x
− 1

x
− 1

z

)
>
|G|
16

1
3

=
|G|
48

(59)

with the last line following because y > 3 and z > 3 and x can be large without bound.

As Cr is the class sum for ClG (t) the coefficient of Cr in CrCr is also the coefficient of t in CrCr when the
class sums are expanded. As the coefficient of t in Cr is 1, the coefficient of t in CrCr must be the number of
times t appears as a product of 2 of its conjugates, t = t1t2 say. Now,

t−1 = t−1
2 t−1

1

= t since t is an involution

but then t−1 = t2t1

= t

Hence t1, t2 ∈ CG(t). Now, if either of t1 and t2 are in fact t, then the other is 1G.

t1 and t2 are involutions

Hence t1 6= 1G 6= t2 and so t1 6= t 6= t2 and so t1, t2 ∈ CG(t) \ {1G, t}. But |CG(t)| = 4 and there are at most 2
choices for t1 as once t1 is chosen t2 can be determined. Hence the coefficient of t in CrCr is at most 2. Hence
using equation (59)

2 >
G
48

But

|G|+ |CG(t)| ≡ 0 mod 16

|G|+ 4 ≡ 0 mod 16

|G| ≡ 12 mod 16

|G| ∈ {12, 28, 44, 60, 76, 92}

Now, for all of these possible orders other than 60 there exists a Sylow p-subgroup for prime p. For example
12 = 3.22 giving p = 3, and 96 = 23.22 giving p = 23. But any such subgroup is normal, and therefore the
only possibility is |G| = 60. �
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(36.3) Groups & Their Characters

(36.3.1) Algebraic Integers & Burnside’s Theorem

Let Tr : Z(CG) → Z(CG) be the linear transformation of right multiplication by Cr. Now,

Cr =
m

∑
i=1

[G : CG(xr)]
χi(xr)
χi(1G)

ei

so Crej =
m

∑
i=1

[G : CG(xr)]
χi(xr)
χi(1G)

eiej

= [G : CG(xr)]
χj(xr)
χj(1G)

ei

hence ej is an eigenvector of Tr with eigenvalue

[G : CG(xr)]
χj(xr)
χj(1G)

(60)

But the eigenvalues are the solutions to the characteristic polynomial of the matrix of Tr (with respect to the
basis of class sums, say) and without loss of generality this polynomial may be assumed to be monic. Thus
elements (of C) of the form of equation (60) are the roots of such polynomials.

Definition 61 A complex number α is said to be an algebraic integer if α is a root of some monic polynomial in Z[x].

By Gauss’ Lemma α is an algebraic integer if and only if the minimum polynomial of α over Q exists and is
monic in Z[x].

Theorem 62 The following results are available for algebraic integers.

1. α ∈ C is an algebraic integer if and only if Z[α] is finitely generated.

2. A rational algebraic integer is an integer.

Proof. Omitted. �

By considering algebraic integers, some properties of characters can be found.

Lemma 63 A rational algebraic integer is an integer.

Proof. Let α ∈ Q be a rational algebraic integer and have minimum polynomial m(x) over Z. Over Q the
minimum polynomial of α is simply x − α and therefore (over Q) m(x) = (x − α)p(x). By Gauss’ Lemma m
has the same factorisation in Z[x], and so m(x) = x− α i.e., α ∈ Z. �

Corollary 64 If G is a finite group and χi is an irreducible character of G then the order of χi, χi(1), divides |G|.

Proof. Observe that

|G| =
m

∑
j=1

[G : CG(xj)]χi(xj)χi(x−1
j )

|G|
χi(1G)

=
m

∑
j=1

[G : CG(xj)]
χi(xj)
χi(1G)︸ ︷︷ ︸

alg. int. by eq. (60)

χj(x−1
j )︸ ︷︷ ︸

sum of roots of unity

But roots of unity are algebraic integers. Hence |G|
χi(1G) is a sum of products of algebraic integers and so is an

algebraic integer. Furthermore, |G|
χi(1G) ∈ Q and hence by Lemma 63 |G|

χi(1G) ∈ Z �
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Following from this, let σ : G → GL (n, C) be an irreducible representation with character χ. If g ∈ G has
order m then χ(g) is a sum of n mth roots of unity and hence by the triangle inequality |χ(g)| 6 χ(1) = n.
Equality holds if and only if χ(g) = ωχ(1) where ω is an mth root of unity. In this case gσ = ωIn ∈ Z( Im σ).

Theorem 65 (Burnside) Let G be a finite simple group and let x ∈ G \ {1G}. Then [G : CG(x)] = |ClG (x) | is not a
power of a prime.

Proof. Suppose that [G : CG(x)] = pr.

Let χ1, χ2, . . . , χm be the irreducible complex characters of G with χ1 being the trivial character. Then by
Theorem 56 (column orthogonality)

1 +
m

∑
i=2

χi(1G)χi(x) = 0

⇒
m

∑
i=2

χi(1G)χi(x) = −1

⇒
m

∑
i=2

χi(1G)χi(x)
p

=
−1
p

/∈ Z

hence ∃i, 2 6 i 6 m such that χi(1G)χi(x)
p is not an algebraic integer. Therefore

• p -χi(1G).

• χi(x) 6= 0. If it were equal to 0 then χi(1G)χi(x)
p = 0 which is an algebraic integer.

Since [G : CG(x)] = pr the highest common factor of this and χi(1G) is 1, so there exists integers a and b such
that

a[G : CG(x)] + bχi(1G) = 1

a
[G : CG(x)]χi(x)

χi(1G)
+ bχi(x) =

χi(x)
χi(1G)

but both terms on the left hand side are algebraic integers, and therefore so is the right hand side. Let

M = {m ∈ Z | 1 6 m 6 o(x), gcd (m, o(x)) = 1}

then for m ∈M 〈x〉 = 〈xm〉 and CG(x) = CG(xm). Applying the same argument as above,

χi(xm)
χi(1G)

is an algebraic integer ∀m ∈ M

Now, let i > 1 and let σi be the representation that gives character χi. Now, ker σi E G and G is simple.
Since σi is not the trivial character this gives G ∼= Gσi = Im σi. But then Gσi is simple too, and therefore its
centre is trivial. Hence for no g ∈ G is gσi a scalar matrix and so by the comments preceding Theorem 65

|χi(x)| < |χi(1G)| ⇒
∣∣∣∣ χi(x)
χi(1G)

∣∣∣∣ < 1 (66)

and of course the same holds for xm for all m ∈ M. Consider the polynomial

∏
m∈M

t− χi(xm)
χi(1G)

∈ C[t] (67)

By the above calculations all the coefficients of this polynomial are algebraic integers.



36.3. GROUPS & THEIR CHARACTERS 23

Let s = o(x) and ω = exp 2πi
s . χi(x) is a sum of powers of ω which are the eigenvalues of the matrix xσi. But

for any matrix X, if λ is an eigenvalue of X then λm is an eigenvalue of Xm and hence

if χi(x) = ω1 + ω2 + · · ·+ ωn

then χi(xm) = ωm
1 + ωm

2 + · · ·+ ωm
n

Now, Galois group of the field extension Q(ω) : Q consists of all automorphisms of the form τm : ω 7→ ωm

where m ∈ M and thus
τm

(
χi(x)

χi(1G)

)
=

χi(xm)
χi(1G)

But the factors of the polynomial given in equation (67) remain the same (only re-ordered) under such
automorphisms, and thus the coefficients of this polynomial are invariant under the action of this Galois
group. But the Galois group has fixed field Q and therefore the coefficients lie in Q. But each is a product
of algebraic integers and so is an algebraic integer. Therefore all the coefficients lie in A. In particular the
constant term is

± ∏
m∈M

χi(xm)
χi(1G)

∈ Z

and by equation (66) each term is strictly less than 1. Therefore the whole product is less than 1, and so must
be zero. Hence ∃m ∈ M such that χi(xm) = 0. But then using the Galois group, χi(xm) = 0 for all m ∈ M. In
particular χi(x) = 0 which contradicts the choice of i. �

Corollary 68 Let G be a finite non-Abelian group with |G| = paqb where p, q ∈ Z are prime and a, b ∈ N ∪ {0}.
Then G is not simple, and G is solvable.

Proof. Let x1, x2, . . . , xn be representatives of the conjugacy classes of G with x1 = 1G. Suppose G is simple,
then |ClG (x1) | = [G : CG(x1)] = 1 and so

|G| = 1 +
n

∑
i=1

[G : CG(xi)] (69)

Without loss of generality, b > 0 so then q | |G| and q 6= 1. But then by equation (69) ∃i such that q - [G :
CG(xi)]. But the size of each conjugacy class must divide |G| (Orbit-Stabiliser Theorem) hence

[G : CG(xi)] | |G| ⇒ [G : CG(xi)] | pa ⇒ [G : CG(xi)] | pr for some r 6 a

But this contradicts Theorem 65 and therefore G cannot be simple.

To show that G is solvable, proceed by induction on a + b. If a + b 6 1 then the result follows since G is
either trivial or a p-group. If a + b > 2 then by above G has a non-trivial proper normal subgroup H, and
|H| = prqs where r + s < a + b and therefore H is solvable with composition series

{1G} = G0, G1, . . . , Gn = H

say. Similarly by induction G
H is solvable with series

{1G} =
Gn

H
,

Gn+1
H

, . . . ,
Gm

H
=

G
H

say. Hence
{1G} = G1, G2, . . . , Gm = H

is a composition series for G i.e., G is solvable. �
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(36.3.2) Characters Of Abelian Groups

Theorem 70 If G is a finite Abelian group then G is isomorphic to a direct product of cyclic groups.

Proof. Omitted. �

To this end it is useful to work out the irreducible characters of a direct product of groups.

Theorem 71 If G = A× B, χ1, χ2, . . . , χl are the irreducible characters of A, and µ1, µ2, . . . , µm are the irreducible
characters of B then

{χiµj | 1 6 i 6 l, 1 6 j 6 m}

are the irreducible characters of G.

Proof. First of all, observe that each χi may be considered as a character of G with B in its kernel. Similarly
for µj so that the product χiµj is

χiµj((a, b)) = χi(a)µj(b)

which is indeed a character of G. Taking the inner product of this character with itself,

1
|G| ∑

g∈G
|χiµj(g)|2 =

1
|A||B| ∑

a∈A
∑
b∈B

|χi(a)|2|µj(b)|2

=

(
1
|A| ∑

a∈A
|χi(a)|2

)(
1
|B| ∑

b∈B
|µj(b)|2

)
= 1

Also, 〈
χiµj, χrµs

〉
=

1
|G| ∑

g∈G
χiµj(g−1)χrµs(g)

=
1

|A||B| ∑
a∈A

∑
b∈B

χi(a−1)µj(b−1)χr(a)µs(b)

=

(
1
|A| ∑

a∈A
χi(a−1)χr(a)

)(
1
|B| ∑

b∈B
µj(b−1)µs(b)

)
= 〈χi, χr〉

〈
µj, µs

〉
=

1 if i = r and j = s

0 otherwise

therefore the products χiµj give lm distinct. But since G = A × B G must have lm conjugacy classes, and
therefore these are a full set of irreducible characters of G. �

Let G be a finite Abelian group, then by Theorem 70 G ∼= C1 × C2 × . . . Cs where Ci is cyclic of order ni.

Let ωi be a primitive nith root of unity and let Ci = 〈ci〉, then for 0 6 j 6 ni − 1 define the character µ
(i)
j by

µ
(i)
j (ci) = ω

j
i

since ci generates Ci and the representation is 1-dimensional this extends to give a proper definition of a
character, and indeed of the representation. Since Ci is Abelian each element is in a conjugacy class of
its own and hence there are ni conjugacy classes. By calculating the appropriate inner products, the ni
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characters µ
(i)
j are the irreducible characters of Ci. Hence by Theorem 71 the irreducible characters of G are

precisely
{µ

(1)
j1

µ
(2)
j2

. . . µ
(s)
js
| 0 6 j1 6 n1 − 1, 0 6 j2 6 n2 − 1, . . . , 0 6 js 6 ns − 1}

(36.3.3) Frobenius’ Theorem

The statement of Frobenius’ Theorem is quite straight forward, indeed the result itself is easy to understand.
Unfortunately the proof is a mammoth task.

Theorem 72 (Frobenius) Let G be a finite group and H 6 G with the property that H ∩ (g−1Hg) = {1G} for all
g ∈ G \ H. Then there exists a normal subgroup of G, K say, such that G = HK and H ∩ K = {1G}.

Note that K \ {1G} = {x ∈ G | no conjugate of x lies in H}.

Proof. Let h1, h2, . . . , hm be representatives of the distinct conjugacy classes of H with h1 = 1G. Let µ1, µ2, . . . , µm

be the irreducible characters of H with µ1 being the trivial character. Now some preliminaries.

• Choose hi for 2 6 i 6 m and let c ∈ CG(hi). Then hi ∈ H and hi = c−1hic ∈ c−1Hc and therefore
H ∩ (c−1Hc) 6= {1G}. Hence by hypothesis c ∈ H and so CG(hi) ⊆ H. But the reverse inclusion holds,
trivially, and thus

CG(hi) = CH(hi) ∀h ∈ H \ {1G} (73)

• Certainly the hi are not H-conjugate, but suppose that ∃g ∈ G such that hj = g−1hig. Then hj ∈
H ∩ (g−1Hg) and so by hypothesis g ∈ H which is a contradiction. Hence

If 2 6 i, j, 6 m then hi and hj are not G-conjugate (74)

• Next the number of elements of G that aren’t conjugate to any element of H other than the identity are
counted. Well, clearly 1 element of G is conjugate to 1G ∈ H, namely 1G. Consider now an element
of G that is G-conjugate to a non-identity element of H. By (74) such an element must be G-conjugate
to precisely one of h2, h3, . . . , hm, hi say. But by (73) hi has [G : GG(hi)] = [G : GH(hi)] conjugates in G.
But

[G : H][H : CH(hi)] = [G : CH(hi)]

and therefore the number of elements of G that are conjugate to a non-identity element of H is

[G : H]
m

∑
i=2

[H : CH(hi)] = [G : H]

(
−1 +

m

∑
i=1

[H : CH(hi)]

)
= [G : H](|H| − 1)

= |G| − [G : H]

This gives

Exactly [G : H]− 1 elements of G are not conjugate to any element of H \ {1G}.

Equivalently, if K = {x ∈ G | x = 1G or no conjugate of x lies in H} then |K| = [G : H]
(75)

Furthermore, K has the property K ∩ H = {1G}

and therefore |HK| = |H||K| = |H|[G : H] = |G| and therefore G = HK
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It remains to be shown that K E G. For 2 6 i 6 m define the class function

µ∗i (g) =

µi(g) if g is G-conjugate to some h ∈ H \ {1G}

µi(1G) if no conjugate of g lies in H or if g = 1G

then by equation (74) this is a well defined function.

Let χ1, χ2, . . . , χl be the irreducible characters of G, and define µ∗1 = χ1. It is now shown that the µ∗i are the
irreducible characters of G.

• As the µ∗i are class functions of G, they can be expressed as a linear combination of the characters. It
is now shown that the coefficients are integers. Well,〈

µ∗i , χj

〉
=
〈

µ∗i − µ∗i (1G)χi, χj

〉
+ µ∗i (1G)︸ ︷︷ ︸

∈Z

〈
χ1, χj

〉
︸ ︷︷ ︸

=δij

Hence it suffices to show that the first term on the right is an integer.〈
µ∗i − µ∗i (1G)χi, χj

〉
=

1
|G| ∑

g∈G
(µ∗i (g)− µ∗i (1G))χj(g) but µ∗i (g)− µ∗i (1G) is zero on Ktext, andso

=
1
|G|

k

∑
r=2

[G : CG(xr)](µ∗i (xr)− µ∗i (1G))χj(xr)

where xr is G-conjugate to an element of H and xs is not conjugate to an element of the same G-
conjugacy class of xr for r 6= s.

=
1
|G|

k

∑
r=2

[G : CG(xr)](µi(xr)− µi(1G))χj(xr)

=
1
|G|

k

∑
r=2

[G : CH(xr)](µi(xr)− µi(1G))χj(xr) by equation (73)

=
1
|H|

k

∑
r=2

[H : CH(xr)](µi(xr)− µi(1G))χj(xr)

=
1
|H| ∑

h∈H
(µi(h)− µi(1G))χj(h)

=
〈

µi − µi(1G)µ1, ResG
H

(
χj

)〉
H

Now, the first term in the inner product is an integer combination of the irreducible characters of H.
The second term is a character of H

and therefore is an N-combination of irreducible characters of H.

Thus 〈
µi − µi(1G)µ1, ResG

H

(
χj

)〉
H
∈ Z

and hence it has been shown that

µ∗i =
l

∑
j=1

zjχj where zj ∈ Z (76)
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• The objective is to show that the µ∗i are irreducible, so the following inner product is calculated.

〈µ∗i , µ∗i 〉G =
1
|G| ∑

g∈G
|µ∗i (g)|2

=
1
g

(
∑

g∈K
(µi(1G))2 +

k

∑
r=2

[G : CG(xr)] |µi(xr)|2
)

=
1
|G| [G : H] (µi(1G))2 +

1
|G|

k

∑
r=2

[G : CH(xr)] |µi(xr)|2 by equations (73) and (75)

=
1
|H| (µi(1G))2 +

1
|H|

k

∑
r=2

[H : CH(xr)] |µi(xr)|2

+
1
|H| ∑

h∈H
|µi(h)|2

= 〈µi, µi〉H

= 1

Hence

〈µ∗i , µ∗i 〉G = 1 (77)

From equations (76) and (77)
l

∑
j=1

z2
j = 1

and therefore there is exactly one value of j for which z2
j = 1, and all the other zj are zero. For this j,

µ∗i = ±χj. But µ∗i (1G) > 0 and χj(1G) > 0, therefore µ∗i = χj. Hence the µ∗i are the irreducible characters of
G. Let

L =
l⋂

i=1
ker µ∗i where ker χ = {g ∈ G | χ(g) = χ(1G)} = ker σ

then K ⊆ L since µ∗i (g) = µi(1G) for all g ∈ K. But L is an intersection of normal subgroups of G and so
L E G.

Now, consider h ∈ H ∩ L. Then since h ∈ L, µ∗i (h) = µ∗i (1G). Furthermore, since h ∈ H this gives µi(g) =
µi(1G) and therefore

m

∑
i=1

µi(1G)µi(h) =
m

∑
i=1

µi(1G)µi(1G) = |H| > 0

and thus by Theorem 56 (column orthogonality) h is conjugate to 1G. Therefore h = 1G and so H∩ L = {1G}.
Hence

L ∼=
L

L ∩ H
∼=

LH
H

6
G
H

Hence |L| 6
∣∣∣ G

H

∣∣∣ = [G : H] = |K| and therefore since K ⊆ L, K = L E G. �

Not surprisingly, Frobenius’ Theorem has a number of uses.

Example 78 Let G be a finite group of order pq where p and q are prime. Then all Sylow p- and q-subgroups are
normal.

Proof. Solution Assume that p > q, let P be a Sylow p-subgroup, and let Q be a Sylow q-subgroup. Consider
NG(Q). If NG(Q) = G then Q E G and there is nothing more to show. Assume that NG(Q) 6= G. Now,

p = [G : Q] = [G : NG(Q)][NG(Q) : Q]
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Since NG(Q) 6= G, [G : NG(Q)] > 1. But p is prime and therefore [G : NG(Q)] = p. But then [NG(Q) : Q] = 1
and so NG(Q) = Q.

Now, for all g ∈ G \ Q, g−1Qg 6= Q. But Q has prime order and therefore Q ∩ (g−1Qg) = {1G}. Hence by
Frobenius’ Theorem there exists K E G with K∩Q = {1G} and G = KQ. By equation (75) |K| = [G : Q] = p
and so K is a Sylow p-subgroup. But all Sylow p-subgroups are conjugate, and so K is the only one. �

(36.3.4) Induced Modules And Characters

Let H 6 G. From a representation of H it is possible to construct a representation of G. Let [G : H] = n then
the class equation for G is

G = Hx1 ∪ Hx2 ∪ · · · ∪ Hxn

where xi is a representative of the ith conjugacy class of H and x1 = 1G. Note that this is a disjoint union.
Now, for each i and g ∈ G there is a unique value j such that Hxig = Hxj i.e., xigx−1

j ∈ H.

Let σ : H → GL (m, C) be a representation of H. Construct the function τ : G → GL (mn, C) as follows. For
g ∈ G let gτ be an n× n array of m×m blocks where the (i, j) block is given by

(gτ)ij = ( ˙xigx−1
j σ)

xigx−1
j σ if xigx−1

j ∈ H

(0)m×m otherwise

Theorem 79 The function τ : G → GL (mn, C) defined in equation (??) is a representation of G.

Proof. Let a, b ∈ G and let aτ have (i, j) block Aij, which is an m×m matrix. Similarly let the (i, l) block of
bτ be Bij. Then (aτ)(bτ) has (i, j) block Cij, again an m×m matrix, where

Cij =
n

∑
k=1

AikBkj

=
n

∑
k=1

( ˙xiax−1
k σ)( ˙xkbx−1

j σ)

=

(xiax−1
k σ)(xkbx−1

j σ) if xiax−1
k ∈ H and xkbx−1

j ∈ H

(0)m×m otherwise

But since σ is a homomorphism,
(xiax−1

k σ)(xkbx−1
j σ) = xiabx−1

j σ

and thus Cij = ( ˙xiabx−1
j σ) which is the (i, j) block of (ab)τ.

Now, for any i ∃!k such that xiax−1
k ∈ H, and for that k ∃!j such that xkbx−1

j ∈ H. Hence for this unique k,

Cij =
n

∑
l=1

Ail Bl j = AikBkj

and Cil = (0)m×m for all l 6= j.

***** �

The representation τ is called the representation induced from H to G of σ, IndG
H (σ). Let W be the CH-
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module for σ. Then where

H = Hx1 ∪ Hx2 ∪ · · · ∪ Hxn

form V = (W ⊗ x1)⊕ (W ⊗ x@)⊕ · · · ⊕ (W ⊗ xn)

where as vector spaces W ⊗ xi ∼= W with w⊗ xi 7→ w. Now, given any g ∈ G and 1 6 i 6 n there exists a
unique value of j such that xigx−1

j ∈ H and hence g induces a linear transformation from W ⊗ xi to W ⊗ xj

via
(w⊗ xi)g = wxigx−1

j ⊗ xj

Besides an induced representation and module, there is of course an induced character. In the mn × mn
matrix gτ it is only the n diagonal m×m blocks that will contribute to the character. Suppose that σ gives
character χ, then

tr gτ =
n

∑
i=1

tr ˙xigx−1
i σ

=
n

∑
i=1

χ̇(xigx−1
i )

where χ̇(xigx−1
i ) =

χ(xigx−1
i ) if xigx−1

i ∈ H

0 otherwise

Theorem 80 (Frobenius Reciprocity) Let H 6 G, let α be a class function of H, and let β be a class function of G.
Then 〈

IndG
H (α) , β

〉
G

=
〈

α, ResG
H (β)

〉
H

Proof. Let G =
⋃n

i=1 Hxi then

〈
IndG

H (α) , β
〉

G
=

1
|G| ∑

g∈G
IndG

H (α) (g)β(g)

=
1
|G| ∑

g∈G
β(g)

n

∑
i=1

α̇(xigx−1
i )

=
1
|G| ∑

g∈G

n

∑
i=1

α̇(xigx−1
i )β(xigx−1

i )

Now, for fixed h ∈ H, hxi is another coset representative of Hxi i.e., Hxi = Hhxi and so

=
1
|G| ∑

g∈G

n

∑
i=1

α̇(hxigx−1
i h−1)β(hxigx−1

i h−1)

But this can be done for all h ∈ H, so adding these together,

|H|
〈

IndG
H (α) , β

〉
G

=
1
|G| ∑

h∈H
∑

g∈G

n

∑
i=1

α̇(hxigx−1
i h−1)β(hxigx−1

i h−1)

=
1
|G| ∑

g∈G
∑

h∈H

n

∑
i=1

α̇(hxigx−1
i h−1)β(hxigx−1

i h−1)
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But over all h ∈ H the product hxi takes on all values in Hxi. Then summing over 1 6 i 6 n, hxi takes all
values of G, and hence

=
1
|G| ∑

g∈G
∑

y∈G
α̇(ygy−1)β(ygy−1)

=
1
|G| ∑

(g,y)∈G×G
ygy−1∈H

α(ygy−1)β(ygy−1)

Consider the ordered pairs over which this summation is taken. g must be G-conjugate to some h ∈ H, so
ygy−1 = h say. Hence for this h there are [G : CG(h)] choices for g. For each such g there is at least 1 choice
for y, but if y1 and y2 both meet the criteria then

y1gy−1
1 = y2gy−1

2 ⇔ y−1
2 y1 ∈ CG(g)

Since g is conjugate to h, CG(g) = CG(h) and so the are |CG(h)| possible choices for y. Hence there are
|CG(h)|[G : CG(h)] = |G| ordered pairs such that for chosen h ∈ H, ygy−1 = h. Hence

1
|G| ∑

(g,y)∈G×G
ygy−1∈H

α(ygy−1)β(ygy−1) = ∑
h∈H

α(h)β(h) = |H|
〈

α, ResG
H (β)

〉
H

as required. �

(36.4) Clifford Theory

Continuing the theme of induction from a subgroup, attention is turned to induction from a normal sub-
group. In particular the modules are examined.

Let G be a group and H 6 G. Let V be a CG-module and let W be a CH-module. Now, as sets V = ResG
H (V)

but the same is not true for W and IndG
H (W). Referring to Section 36.3.4 W embeds natrularry in IndG

H (W)
in a way which defines a CH-homomorphism i : W → IndG

H (W). The following situation arrises

IndG
H (W)

CG-homomorphisms−−−−−−−−−−−−→ V

i
x xidentity

W
CH-homomorphisms−−−−−−−−−−−−→ ResG

H (V)

Theorem 81 Let G be a group and H 6 G. Let V be a CG-module and W be a CH-module. If θ : W →
ResG

H (V) is a CH-homomorphism and i is the canonical inclusion of W into IndG
H (W) then there exists a unique

CG-homomoprhism Fθ : IndG
H (W) → V such that F ◦ i = θ.

That is to say, the requirement Fθ ◦ i = θ defines Fθ uniquely.

Proof. Define a map

HomCG

(
IndG

H (W) , V
)
→ HomCH

(
W, ResG

H (V)
)

by F 7→ F ◦ i (82)

Trivially this is 1-to-1. Now let χ be a character of W and ψ be a character of V. Hence by Theorem 80
(Frobenius Reciprocity)

dim HomCG

(
IndG

H (W) , V
)

=
〈

IndG
H (χ) , ψ

〉
G

=
〈

χ, ResG
H (ψ)

〉
H

= dim HomCH

(
W, ResG

H (V)
)
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Hence the map defined in equation (82) is also onto. Hence if θ is any CH-homomorphism there must exist
a unique CG-homomorphism Fθ such that Fθ ◦ i = θ. �

Definition 83 Let G be a group, H 6 G, and W be a CH-module. A module induced from H is a pair (X, i) where X
is a CG-module and i : W → X is the inclusion function with the property described in Theorem 81.

Theorem 84 Let G be a group and H 6 G. If (X, i) and (Y, j) are both CG-modules that are induced from the same
CH-module, W, then X ∼= Y.

Simply put, IndG
H (W) is unique up to isomorphism.

Proof. Now, in the definition of induced module replace V with X or Y to get

X FX−−−−→ Y

i
x x
W

j−−−−→ ResG
H (Y)

Y FY−−−−→ X

j
x x
W i−−−−→ ResG

H (X)

Hence FX ◦ i = j and FY ◦ j = i and these functions are unique. But then

j = FX ◦ i = FX ◦ FY ◦ j

and hence FX ◦ FY : X → X is the identity on X. Similarly FY ◦ FX is the identity on Y. Hence FX and FY are
mutual inverses and so define an isomorphism X ∼= Y. �

Definition 85 Let G be a group, H E G, and let L be a CH-module. For any g ∈ G define L(g) to be the CH-module
which is equal to L as a vector space bu has action with H defined by

h ∗ l = (g−1hg)l

Theorem 86 Let G be a group and H E G. Let M be a CG-module and let L be a CH-submodule of M. Then for any
g ∈ G, gL is also a CH-submodule of M and gL ∼= L(g).

Proof. The action of g on L is that of a linear transformation. The image of this must also be a vector space,
and a subspace of M. Hence gL is a subspace of M. To show that gL is also a CH-submodule of M let h ∈ H
and gl ∈ gL. Then

h(gl) = g(g−1hg)l ∈ gL

because h ∈ H E G. Now for the isomorphism, define a function

φ : gL → L(g) by φ : x 7→ g−1x

By definition this is a linear map, and trivially it is 1-to-1. Let gl ∈ gL then φ(gl) = g−1gl = l and so φ is
onto.

To complete the proof, φ needs to be shown to be a CH-homomorphism,

φ(h(gl)) = g−1(hgl)

= (g−1hg)(g−1g)l

= h ∗ g−1gl

= h ∗ φ(gl)

Hence φ preserves the action of h, and thus together with its status as a linear map, this defines φ as a
CH-homomorphism, as required. �
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Note that in particular this theorem can be used when L = ResG
H (M) for some CG-module M.

Theorem 87 (Clifford) Let G be a group and N E G. Let V be an irreducible CG-module. Then ResG
N (V) is a direct

sum of conjugate irreducible CN-modules.

Proof. Choose any irreducible CN-module W 6 ResG
N (V), then for any g ∈ G the CN-module gW is also

irreducible (by Theorem 86 it is isomorphic to a module that is equal to W as a vector space) and so

V > ∑
g∈G

gW

is a non-trivial CG-submodule of V. Since V is irreducible this means that

V = ∑
g∈G

gW =
⊕
g∈X

gW for some X ⊆ G

Note that a sum can be made direct by removing appropriate summands. �

Definition 88 Let G be a group and let V be a CG-module. Let L be an irreducible CG-module, then define the
L-homogeneous component of V to be

V(L) = ∑
X6V
X∼=L

X

where “X 6 V” means that X is a CG-submodule of V.

Theorem 89 Let G be a group, V be a CG-module, and N E G. Then G acts on the set of homogeneous components
of V.

Proof. Let W be an irreducible CN-module and let L be the W-homogeneous component of ResG
N (V), so

L = ∑
X6ResG

N(V)
X∼=W

X

Now, gX ∼= X(g) and since N E G this is again a CN-module. Since V is a CG-module it is closed under
the action of G and as a set ResG

N (V) = V, therefore gX ⊆ ResG
N (V) and from the previous sentence is a

CN-submodule. Hence the following calculation is justified:

gL = ∑
X6ResG

N(V)
X∼=W

gX = ∑
Y6ResG

N(V)
Y∼=W(g)

Y

So gL is the W(g) homogeneous component of V. �

Corollary 90 Let V be any CG-module and let N E G.In the decomposition of ResG
N (V) into irreducible CN-

modules, conjugate irreducible CN-modules appear with the same multiplicity.

Proof. By Theorem 19 (Maschke’s Theorem) write V = m1V1 ⊕ m2V2 ⊕ · · · ⊕ mnVn for irreducible CG-
modules Vi. By Theorem 87,

ResG
N (Vi) =

⊕
g∈X⊆G

gW

for some irreducible CN-module W which depends on i (as does X). �

Definition 91 Let G be a group, N E G, and W be an irreducible CN-module. The inertia group of G is the stabiliser
of the action of G on the conjugates of W i.e., {g ∈ G | W(g) ∼= W}.
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Definition 92 Let G be a group, N E G, and V be an irreducible CG-module. V lies over the irreducible CN-module
W if and only if

HomCN

(
W, ResG

N (V)
)
6= {0}

Note that by Frobenius reciprocity HomCN

(
W, ResG

N (V)
)

= HomCG

(
IndG

N (W) , V
)

.

Theorem 93 Let G be a group, N E G, and W be an irreducible CN-module. Let H be the inertia group for W, then
there is a bijection between CH-modules lying over W and irreducible CG-modules lying over W.
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